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Introduction

On January 9, 2007, Steve Jobs introduced the iPhone to an eager au-
dience crammed into San Francisco’s Moscone Center.! A beautiful
and brilliantly engineered device, the iPhone blended three products
into one: an iPod, with the highest-quality screen Apple had ever pro-
duced; a phone, with cleverly integrated functionality, such as voice-
mail that came wrapped as separately accessible messages; and a device
to access the Internet, with a smart and elegant browser, and with
built-in map, weather, stock, and e-mail capabilities. It was a technical
and design triumph for Jobs, bringing the company into a market
with an extraordinary potential for growth, and pushing the industry
to a new level of competition in ways to connect us to each other and
to the Web.

This was not the first time Steve Jobs had launched a revolution.
Thirty years earlier, at the First West Coast Computer Faire in nearly
the same spot, the twenty-one-year-old Jobs, wearing his first suit, ex-
hibited the Apple II personal computer to great buzz amidst “10,000
walking, talking computer freaks.” The Apple II was a machine for
hobbyists who did not want to fuss with soldering irons: all the ingre-
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dients for a functioning PC were provided in a convenient molded plastic case.
It looked clunky, yet it could be at home on someone’s desk. Instead of puzzling
over bits of hardware or typing up punch cards to feed into someone else’s main-
frame, Apple owners faced only the hurdle of a cryptic blinking cursor in the up-
per left corner of the screen: the PC awaited instructions. But the hurdle was not
high. Some owners were inspired to program the machines themselves, but true
beginners simply could load up software written and then shared or sold by their
more skilled or inspired counterparts. The Apple II was a blank slate, a bold de-
parture from previous technology that had been developed and marketed to per-
form specific tasks from the first day of its sale to the last day of its use.

The Apple II quickly became popular. And when programmer and entrepre-
neur Dan Bricklin introduced the first killer application for the Apple II in
1979—VisiCalc, the world’s first spreadsheet program—sales of the ungainly
but very cool machine took off dramatically.> An Apple running VisiCalc
helped to convince a skeptical world that there was a place for the PC at every-
one’s desk and hence a market to build many, and to build them very fast.

Though these two inventions—iPhone and Apple II—were launched by
the same man, the revolutions that they inaugurated are radically different. For
the technology that each inaugurated is radically different. The Apple II was
quintessentially generative technology. It was a platform. It invited people to
tinker with it. Hobbyists wrote programs. Businesses began to plan on selling
software. Jobs (and Apple) had no clue how the machine would be used. They
had their hunches, but, fortunately for them, nothing constrained the PC to
the hunches of the founders. Apple did not even know that VisiCalc was on the
market when it noticed sales of the Apple IT skyrocketing. The Apple II was de-
signed for surprises—some very good (VisiCalc), and some not so good (the
inevitable and frequent computer crashes).

The iPhone is the opposite. It is sterile. Rather than a platform that invites in-
novation, the iPhone comes preprogrammed. You are not allowed to add pro-
grams to the all-in-one device that Steve Jobs sells you. Its functionality is locked
in, though Apple can change it through remote updates. Indeed, to those who
managed to tinker with the code to enable the iPhone to support more or different
applications,* Apple threatened (and then delivered on the threat) to transform
the iPhone into an iBrick.> The machine was not to be generative beyond the in-
novations that Apple (and its exclusive carrier, AT&T) wanted. Whereas the world
would innovate for the Apple II, only Apple would innovate for the iPhone. (A
promised software development kit may allow others to program the iPhone with
Apple’s permission.)
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Jobs was not shy about these restrictions baked into the iPhone. As he said at
its launch:

We define everything that is on the phone. . . . You don’t want your phone to be like
a PC. The last thing you want is to have loaded three apps on your phone and then
you go to make a call and it doesn’t work anymore. These are more like iPods than

they are like computers.®

No doubt, for a significant number of us, Jobs was exactly right. For in the
thirty years between the first flashing cursor on the Apple IT and the gorgeous
iconized touch menu of the iPhone, we have grown weary not with the unex-
pected cool stuff that the generative PC had produced, but instead with the
unexpected very uncool stuff that came along with it. Viruses, spam, identity
theft, crashes: all of these were the consequences of a certain freedom built into
the generative PC. As these problems grow worse, for many the promise of se-
curity is enough reason to give up that freedom.

* * *

In the arc from the Apple I to the iPhone, we learn something important about
where the Internet has been, and something more important about where it is
going. The PC revolution was launched with PCs that invited innovation by
others. So too with the Internet. Both were generative: they were designed to
accept any contribution that followed a basic set of rules (either coded for a
particular operating system, or respecting the protocols of the Internet). Both
overwhelmed their respective proprietary, non-generative competitors, such as
the makers of stand-alone word processors and proprietary online services like
CompuServe and AOL. But the future unfolding right now is very different
from this past. The future is not one of generative PCs attached to a generative
network. It is instead one of sterile appliances tethered to a network of control.

These appliances take the innovations already created by Internet users and
package them neatly and compellingly, which is good—but only if the Internet
and PC can remain sufficiently central in the digital ecosystem to compete with
locked-down appliances and facilitate the next round of innovations. The bal-
ance between the two spheres is precarious, and it is slipping toward the safer
appliance. For example, Microsoft’s Xbox 360 video game console is a powerful
computer, but, unlike Microsoft’s Windows operating system for PCs, it does
not allow just anyone to write software that can run on it. Bill Gates sees the
Xbox as at the center of the future digital ecosystem, rather than at its periph-
ery: “Itis a general purpose computer. . . . [W]e wouldn't have done it if it was
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just a gaming device. We wouldn’t have gotten into the category at all. It was
about strategically being in the living room. . . . [TThis is not some big secret.
Sony says the same things.””

It is not easy to imagine the PC going extinct, and taking with it the possi-
bility of allowing outside code to run—code that is the original source of so
much of what we find useful about the Internet. But along with the rise of in-
formation appliances that package those useful activities without readily allow-
ing new ones, there is the increasing lockdown of the PC itself. PCs may not be
competing with information appliances so much as they are becoming them.
The trend is starting in schools, libraries, cyber cafés, and offices, where the
users of PCs are not their owners. The owners’ interests in maintaining stable
computing environments are naturally aligned with technologies that tame the
wildness of the Internet and PC, at the expense of valuable activities their users
might otherwise discover.

The need for stability is growing. Today’s viruses and spyware are not merely
annoyances to be ignored as one might tune out loud conversations at nearby
tables in a restaurant. They will not be fixed by some new round of patches to
bug-filled PC operating systems, or by abandoning now-ubiquitous Windows
for Mac. Rather, they pose a fundamental dilemma: as long as people control
the code that runs on their machines, they can make mistakes and be tricked
into running dangerous code. As more people use PCs and make them more
accessible to the outside world through broadband, the value of corrupting
these users’ decisions is increasing. That value is derived from stealing people’s
actention, PC processing cycles, network bandwidth, or online preferences.
And the fact that a Web page can be and often is rendered on the fly by drawing
upon hundreds of different sources scattered across the Net—a page may pull
in content from its owner, advertisements from a syndicate, and links from var-
ious other feeds—means that bad code can infect huge swaths of the Web in a
heartbeat.

If security problems worsen and fear spreads, rank-and-file users will not be
far behind in preferring some form of lockdown—and regulators will speed the
process along. In turn, that lockdown opens the door to new forms of regula-
tory surveillance and control. We have some hints of what that can look like.
Enterprising law enforcement officers have been able to eavesdrop on occu-
pants of motor vehicles equipped with the latest travel assistance systems by
producing secret warrants and flicking a distant switch. They can turn a stan-
dard mobile phone into a roving microphone—whether or not it is being used
for a call. As these opportunities arise in places under the rule of law—where
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some might welcome them—they also arise within technology-embracing au-
thoritarian states, because the technology is exported.

A lockdown on PCs and a corresponding rise of tethered appliances will
eliminate what today we take for granted: a world where mainstream technol-
ogy can be influenced, even revolutionized, out of left field. Stopping this fu-
ture depends on some wisely developed and implemented locks, along with
new technologies and a community ethos that secures the keys to those locks
among groups with shared norms and a sense of public purpose, rather than in
the hands of a single gatekeeping entity, whether public or private.

The iPhone is a product of both fashion and fear. It boasts an undeniably at-
tractive aesthetic, and it bottles some of the best innovations from the PC and
Internet in a stable, controlled form. The PC and Internet were the engines of
those innovations, and if they can be saved, they will offer more. As time passes,
the brand names on each side will change. But the core battle will remain. It
will be fought through information appliances and Web 2.0 platforms like to-
day’s Facebook apps and Google Maps mash-ups. These are not just products
but also services, watched and updated according to the constant dictates of
their makers and those who can pressure them.

In this book I take up the question of what is likely to come next and what
we should do about it.
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The Rise and Stall of the

Generative Net

Today’s Internet is not the only way to build a network. In the 1990s,
the Internet passed unnoticed in mainstream circles while networks
were deployed by competing proprietary barons such as AOL, Com-
puServe, and Prodigy. The technorati placed bets on which baron
would prevail over the others, apparently imagining that the propri-
etary networks would develop in the same way that the separate phone
networks—at one time requiring differently colored phones on each
person’s desk—had converged to just one lucky provider.! All those
bets lost. The proprietary networks went extinct, despite having accu-
mulated millions of subscribers. They were crushed by a network built
by government researchers and computer scientists who had no CEO,
no master business plan, no paying subscribers, no investment in con-
tent, and no financial interest in accumulating subscribers.

The framers of the Internet did not design their network with vi-
sions of mainstream dominance. Instead, the very unexpectedness of
its success was a critical ingredient. The Internet was able to develop

quietly and organically for years before it became widely known, re-
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maining outside the notice of those who would have insisted on more cautious
strictures had they only suspected how ubiquitous it would become.

This first part of the book traces the battle between the centralized propri-
etary networks and the Internet, and a corresponding fight between specialized
information appliances like smart typewriters and the general-purpose PC,
highlighting the qualities that allowed the Internet and PC to win.

Today, the same qualities that led to their successes are causing the Internet
and the PC to falter. As ubiquitous as Internet technologies are today, the pieces
are in place for a wholesale shift away from the original chaotic design that
has given rise to the modern information revolution. This counterrevolution
would push mainstream users away from a generative Internet that fosters inno-
vation and disruption, to an appliancized network that incorporates some of
the most powerful features of today’s Internet while greatly limiting its innova-
tive capacity—and, for better or worse, heightening its regulability. A seductive
and more powerful generation of proprietary networks and information appli-
ances is waiting for round two. If the problems associated with the Internet and
PC are not addressed, a set of blunt solutions will likely be applied to solve the
problems at the expense of much of what we love about today’s information
ecosystem. Understanding its history sheds light on different possible futures
and helps us to recognize and avoid what might otherwise be very tempting
dead ends.

One vital lesson from the past is that the endpoint matters. Too often, a dis-
cussion of the Internet and its future stops just short of its endpoints, focusing
only on the literal network itself: how many people are connected, whether and
how it is filtered, and how fast it carries data.? These are important questions,
but they risk obscuring the reality that people’s experiences with the Internet
are shaped at least as much by the devices they use to access it.

As Internet-aware devices proliferate, questions posed about network regula-
tion must also be applied to the endpoints—which, until recently, have been so
open and so nonconstricting as to be nearly unnoticeable, and therefore absent
from most debates about Internet policy. Yet increasingly the box has come to
matter.

History shows that the box had competitors—and today they are back. The
early models of commercial (as compared to academic) computing assumed
that the vendor of the machinery would provide most or all of its program-
ming. The PC of the 1980s—the parent of today’s PC—diverged from these
models, but the result was by no means a foregone conclusion. Internet users

. . « . » M
are again embracing a range of “tethered appliances,” reflecting a resurgence of
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the initial model of bundled hardware and software that is created and con-
trolled by one company. This will affect how readily behavior on the Internet
can be regulated, which in turn will determine the extent that regulators and
commercial incumbents can constrain amateur innovation, which has been re-
sponsible for much of what we now consider precious about the Internet.?

The Internet also had competitors—and they are back. Compared to the In-
ternet, early online information services were built around very different tech-
nical and business models. Their designs were much easier to secure against il-
legal behavior and security threats; the cost was that innovation became much
more difficult. The Internet outpaced these services by assuming that every user
was contributing a goodwill subsidy: people would not behave destructively
even when there were no easy ways to monitor or stop them.

The Internets tradeoff of more flexibility for less security worked: most
imaginable risks failed to materialize—for example, people did not routinely
spy on one another’s communications, even though it was eminently possible,
and for years there were no spam and no viruses. By observing at which point
these tradeoffs were made, we will see that the current portfolio of tradeoffs is
no longer optimal, and that some of the natural adjustments in that balance,
while predictable, are also undesirable.

The fundamental challenges for those who have built and maintained the
Internet are to acknowledge crucial deficiencies in a network-and-endpoint
structure that has otherwise served so well for so long, to understand our alter-
natives as the status quo evaporates, and to devise ways to push the system to-
ward a future that addresses the very real problems that are forcing change,
while preserving the elements we hold most dear.
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Battle of the Boxes

Herman Hollerith was a twenty-year-old engineer when he helped to
compile the results of the 1880 U.S. Census.! He was sure he could
invent a way to tabulate the data automatically, and over the next sev-
eral years he spent his spare time devising a punch card system for sur-
veyors to use. The U.S. government commissioned him to tally the
1890 Census with his new system, which consisted of a set of punch
cards and associated readers that used spring-mounted needles to pass
through the holes in each card, creating an electrical loop that ad-
vanced the reader’s tally for a particular hole location.

Rather than selling the required equipment to the government,
Hollerith leased it out at a rate of one thousand dollars per year for
cach of the first fifty machines. In exchange, he was wholly responsible
for making sure the machines performed their designated tasks.?
The tally was a success. It took only two and a half years to tally the
1890 Census, compared to the seven years required for the 1880
Census. Hollerith’s eponymous Tabulating Machine Company soon
expanded to other governments’ censuses, and then to payroll, inven-
tory, and billing for large firms like railroad and insurance compa-

11
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nies.? Hollerith retained the idea of renting rather than selling, controlling the
ongoing computing processes of his clients in order to ensure a desirable out-
come. It worked. His clients did not want to be burdened with learning how to
operate these devices themselves. Instead, they wanted exactly one vendor to
summon if something went wrong.

By the 1960s, the company name was International Business Machines,
and IBM dominated business computing. Its leadership retained Hollerith’s
original control paradigm: firms leased IBM’s mainframes on a monthly ba-
sis, and the lease covered everything—hardware, software, maintenance, and
training.* Businesses developed little in-house talent for operating the ma-
chines because everything was already included as part of the deal with IBM.
Further, while IBM’s computers were general-purpose information processors,
meaning they could be repurposed with new software, no third-party software
industry existed. All software was bundled with the machine rental as part of
IBM’s business model, which was designed to offer comprehensive computing
solutions for the particular problems presented by the client. This model pro-
vided a convenient one-stop-shopping approach to business computing, re-
sulting in software that was well customized to the client’s business practices.
But it also meant that any improvements to the computer’s operation had to
happen through a formal process of discussion and negotiation between IBM
and the client. Further, the arrangement made it difficult for firms to switch
providers, since any new vendor would have to redo the entire project from
scratch.

IBM’s competitors were not pleased, and in 1969, under the threat of an
antitrust suit—which later materialized—IBM announced that it would un-
bundle its offerings.” It became possible to buy an IBM computer apart from
the software, beginning a slow evolution toward in-house programming talent
and third-party software makers. Nevertheless, for years after the unbundling
announcement many large firms continued to rely on custom-built, externally
maintained applications designed for specific purposes.

Before unbundling, mainstream customers encountered computing devices
in one of two ways. First, there was the large-scale Hollerith model of main-
frames managed by a single firm like IBM. These computers had general-pur-
pose processors inside, capable of a range of tasks, and IBM’s programming
team devised the software that the customer needed to fulfill its goals. The sec-
ond type of computing devices was information appliances: devices hardwired
for a particular purpose. These were devices like the Friden Flexowriter, a type-
writer that could store what was typed by making holes in a roll of tape.
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Rethreading the tape through the Flexowriter allowed it to retype what had
come before, much like operating a player piano. Cutting and pasting different
pieces of Flexowriter tape together allowed the user to do mail merges about as
easily as one can do them today with Microsoft Word or its rivals.® Information
appliances were substantially cheaper and easier to use than mainframes, thus
requiring no ongoing rental and maintenance relationship with a vendor.
However, they could do only the tasks their designers anticipated for them.
Firms could buy Flexowriters outright and entrust them to workers—but
could not reprogram them.

Today’s front-line computing devices are drawn from an entirely different
lineage: the hobbyist’s personal computer of the late 1970s. The PC could be
owned as easily as a Flexowriter but possessed the flexibility, if not the power, of
the generic mainframe.” A typical PC vendor was the opposite of 1960s IBM:
it made available little more than a processor in a box, one ingeniously under-
accessorized to minimize its cost. An owner took the inert box and connected it
to common household appliances to make it a complete PC. For example, a
$99 Timex/Sinclair Z-1000 or a $199 Texas Instruments TI-99/4A could
use a television set as a display, and a standard audio cassette recorder to store
and retrieve data.® The cassette player (and, later, PC-specific diskette drives)
could also store and retrieve code that reprogrammed the way the computers
worked.? In this way, the computers could run new software that was not nec-
essarily available at the time the computer was purchased. PC makers were sell-
ing potential functionality as much as they were selling actual uses, and many
makers considered themselves to be in the hardware business only. To them, the
PCs were solutions waiting for problems.

But these computers did not have to be built that way: there could simply be
a world of consumer information technology that comprised appliances. As
with a Flexowriter, if a designer knew enough about what the user wanted a PC
to do, it would be possible to embed the required code directly into the hard-
ware of the machine, and to make the machine’s hardware perform that specific
task. This embedding process occurs in the digital watch, the calculator, and
the firmware within Mr. Coffee that allows the machine to begin brewing at a
user-selected time. These devices are all hardware and no software (though
some would say that the devices” software is inside their hardware). If the coff-
eemaker, calculator, or watch should fail to perform as promised, the user
knows exactly whom to blame, since the manufacturers determine the device’s
behavior as surely as Herman Hollerith controlled the design and use of his tab-
ulators.

13
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The essence—and genius—of separating software creation from hardware
construction is that the decoupling enables a computer to be acquired for one
purpose and then used to perform new and different tasks without requiring
the equivalent of a visit to the mechanic’s shop.'® Some might remember global
retailer Radio Shack’s “75-in-1 Electronic Project Kit,” which was a piece of
cardboard with lots of electronic components attached to it.!! Each compo-
nent—a transistor, resistor, capacitor, speaker, relay, or dial—was wired to
springy posts so that a budding Hollerith could quickly attach and detach wires
linking individual components to one another, reconfiguring the board to imi-
tate any number of appliances: radio, doorbell, lie detector,'? or metronome.
The all-important instruction manual offered both schematics and wiring in-
structions for various inventions—seventy-five of them—much like a book of
recipes. Kids could tinker with the results or invent entirely new appliances
from scratch aslong as they had the ideas and the patience to attach lots of wires
to springy posts.

Computer software makes this sort of reconfigurability even easier, by sepa-
rating the act of algorithm-writing from the act of wiring and rewiring the ma-
chine. This separation saves time required for switching between discrete tasks,
and it reduces the skill set a programmer needs in order to write new soft-
ware.!? It also lays the groundwork for the easy transmission of code from an
inventor to a wider audience: instead of passing around instructions for how to
rewire the device in order to add a new feature, one can distribute software code
that feeds into the machine itself and rewires it in a heartbeat.

The manufacturers of general-purpose PCs could thus write software that
gave a PC new functionality after the computer left the factory. Some early PC
programs were distributed in printed books for buyers to retype into their ma-
chines, but increasingly affordable media like cassette tapes, diskettes, and car-
tridges became a more cost-effective way to install software. The consumer
merely needed to know how to load in the cassette, diskette, or cartridge con-
taining the software in order to enjoy it.

Most significantly, PCs were designed to run software written by authors
other than the PC manufacturer or those with whom the PC manufacturer had
special arrangements.' The resulting PC was one that its own users could pro-
gram, and many did. But PCs were still firmly grounded in the realm of hob-
byists, alongside 75-in-1 Project Kit designs. To most people such a kit was just
a big pile of wires, and in the early 1980s a PC was similarly known as more
offbeat recreation—a 75-in-1 Project Kit for adults—than as the gateway to a

revolution.
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The business world took up PCs slowly—who could blame companies for
ignoring something called “personal computer”? In the early 1980s firms were
still drawing on custom-programmed mainframes or information appliances
like smart typewriters. Some businesses obtained custom-programmed mini-
computers, which the employees accessed remotely through “dumb” terminals
connected to the minicomputers via small, rudimentary in-building networks.
The minicomputers would typically run a handful of designated applications
—payroll, accounts receivable, accounts payable, and perhaps a more enter-
prise-specific program, such as a case management system for a hospital or a
course selection and assignment program for a university.

As the 1980s progressed, the PC increased in popularity. Also during this
time the variety of things a user could do with a PC increased dramatically, pos-
sibly because PCs were not initially networked. In the absence of a centrally
managed information repository, there was an incentive to make an individual
PC powerful in its own right, with the capacity to be programmed by anyone
and to function independently of other computers. Moreover, while a central
information resource has to be careful about the places to which access is
granted—too much access could endanger others’ use of the shared machine—
individual PCs in hobbyist hands had little need for such security. They were
the responsibility of their keepers, and no more.

The PC’s ability to support a variety of programs from a variety of makers
meant that it soon outpaced the functionality of appliancized machines like
dedicated word processors, which were built to function the same way over the
entire life of the machine. An IT ecosystem comprising fixed hardware and
flexible software soon proved its worth: PC word processing software could be
upgraded or replaced with better, competing software without having to junk
the PCitself. Word processing itself represented a significant advance over typ-
ing, dynamically updated spreadsheets were immensely more powerful than
static tables of numbers generated through the use of calculators, and relational
databases put index cards and more sophisticated paper-based filing systems
to shame.!> Entirely new applications like video games, beginning with text-
based adventures,'® pioneered additional uses of leisure time, and existing
games—such as chess and checkers—soon featured the computer itself as a
worthy opponent.!”

PCs may not have been ideal for a corporate environment—documents and
other important information were scattered on different PCs depending on who
authored what, and enterprise-wide backup was often a real headache. But the
price was right, and diffidence about them soon gave way as businesses could

15
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rely on college graduates having skills in word processing and other basic PC
tools that would not have to be relearned on a legacy minicomputer system.
The mature applications that emerged from the PC’s uncertain beginnings
provided a reason for the white-collar worker to be assigned a PC, and for an
ever broader swath of people to want a PC at home. These machines may have
been bought for one purpose, but the flexible architecture—one that made
them ready to be programmed using software from any number of sources—
meant that they could quickly be redeployed for another. Someone could buy a
PC for word processing and then discover the joys of e-mail, or gaming, or the
Web.

Bill Gates used to describe his company’s vision as “a computer on every desk
and in every home, all running Microsoft software.”!® That may appear to be a
simple desire to move units—nearly every PC sold meant more money for Mi-
crosoft—but as it came true in the developed world, the implications went be-
yond Microsoft’s profitability. Significantly, Gates sought to have computers
“all running Microsoft software” rather than computers running only Micro-
soft software. Windows PCs, like their Mac OS and Linux counterparts, do not
insist that all the software found within them come from the same vendor and
its partners. They were instead designed to welcome code from any source. De-
spite Microsoft’s well-earned reputation as a ruthless monopolist, a reputation
validated by authorities in multiple jurisdictions, a Microsoft PC on nearly
every desk can also be interpreted as an ongoing invitation to outside coders to
write new software that those PCs can run.!?

An installed base of tens of millions of PCs ensured the existence of pretilled
soil in which new software from any source could take root. Someone writing a
creative new application did not need to persuade Microsoft or Apple to allow
the software onto the machine, or to persuade people to buy a new piece of
hardware to run it. He or she needed only to persuade users to buy (or simply
acquire) the software itself, and it could run without further obstacle. As PCs
were connected to the Internet, the few remaining barriers—the price of the
media and corresponding trip to the computer store—were largely eliminated.
People could simply click on the desired link, and new software would be in-
stalled.

Networked PCs may have been purchased for a variety of narrow reasons,
but collectively they represented openness to new code that could be tried and
shared at very little effort and cost. Their manufacturers—Dboth hardware and
operating system makers—found their incentives largely aligned with those of
independent software developers.?® The more outside developers there were
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writing new code, the more valuable a computer would become to more people.
To be sure, operating system makers sometimes tried to expand their offerings
into the “application space”—for example, Microsoft and Apple each developed
their own versions of word processing software to compete with third-party ver-
sions, and the Microsoft antitrust cases of the 1990s arose from attempts to link
operating system dominance to application dominance—but the most suc-
cessful business model for both Microsoft and Apple has been to make their
computers’ operating systems appealing for third-party software development,
since they profit handsomely from the sale of the platforms themselves.?!

* * *

The Hollerith model is one of powerful, general-purpose machines maintained
continuously and exclusively by a vendor. The appliance model is one of pre-
dictable and easy-to-use specialized machines that require little or no mainte-
nance. Both have virtues. The Hollerich machine is a powerful workhorse and
can be adapted by the vendor to fulfill a range of purposes. The appliance is easy
to master and it can leverage the task for which it was designed, but not much
else. Neither the Hollerith machine nor the appliance can be easily repro-
grammed by their users or by third parties, and, as later chapters will explain,
“generativity” was thus not one of their features.

A third model eclipsed them: powerful desktop PCs that were adaptable to
many different tasks and accessible to anyone who wanted to recode them, and
that had the capacity to connect to an Internet that was as good as invisible
when it was working well. Perhaps the PC model of computing would have
gathered steam even if it had not been initially groomed in hobbyist backwa-
ters. But the strength of the Hollerith model and the risk aversion of many
commercial firms to alternatives—“No one got fired for choosing IBM sys-
tems”—suggest that the idea of user-maintained and user-tweaked computers
running code from many different sources was substantially enhanced by first
being proven in environments more amenable to experimentation and risk-
taking.?? These backwater environments cultivated forms of amateur tinkering
that became central to major software development. Both small and large
third-party applications are now commonplace, and major software efforts of-
ten include plug-in architecture that allows fourth parties to write code that
builds on the third parties’ code.

The box has mattered. The complex, expensive computers of the 1960s, cen-
trally run and managed by a professional class, allowed for customization to the
user’s needs over time, but at substantial expense. The simpler, inexpensive in-
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formation appliances intended for individual use diffused technology beyond
large consuming firms, but they could not be repurposed or customized very
well; changes to their operation took place only as successive models of the ap-
pliance were released by the manufacturer. The PC integrated the availability of
the appliance with the modifiability of the large generic processor—and began
a revolution that affected not only amateur tinkerers, but PC owners who had
no technical skills, since they could install the software written by others.

The story of the PC versus the information appliance is the first in a recur-
ring pattern. The pattern begins with a generative platform that invites contri-
butions from anyone who cares to make them. The contributions start among
amateurs, who participate more for fun and whimsy than for profit. Their
work, previously unnoticed in the mainstream, begins to catch on, and the
power of the market kicks in to regularize their innovations and deploy them in
markets far larger than the amateurs’ domains. Finally, the generative features
that invite contribution and that worked so well to propel the first stage of in-
novation begin to invite trouble and reconsideration, as the power of openness
to third-party contribution destabilizes its first set of gains. To understand the
options that follow, it helps to see the sterile, non-generative alternatives to the
generative system. The endpoint box is one place where these alternatives can
vie against each other for dominance. The network to which these boxes are
connected is another, and the next chapter explores a parallel battle for su-
premacy there.



Battle of the Networks

As the price of computer processors and peripheral components
dropped precipitously from the days of mainframes, it became easier
for computer technology to end up in people’s homes. But the crucial
element of the PC’s success is not that it has a cheap processor inside,
but that it is generative: it is open to reprogramming and thus repur-
posing by anyone. Its technical architecture, whether Windows, Mac,
or other, makes it easy for authors to write and owners to run new
code both large and small. As prices dropped, distributed ownership
of computers, rather than leasing within institutional environments,
became a practical reality, removing legal and business practice barri-
ers to generative tinkering with the machines.

If the hobbyist PC had not established the value of tinkering so that
the PC could enter the mainstream in the late 1980s,! what cheap
processors would small firms and mainstream consumers be using
today? One possibility is a set of information appliances. In such a
world, people would use smart typewriters for word processing from
companies like Brother: all-in-one units with integrated screens and
printers that could be used only to produce documents. For gaming,
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they would use dedicated video game consoles—just as many do today. A per-
sonal checkbook might have had its own souped-up adding machine/calcula-
tor unit for balancing accounts—or it might have had no appliance at all, since
the cost of deploying specialized hardware for that purpose might have ex-
ceeded consumer demand.

There is still the question of networking. People would likely still want to ex-
change word processing and other documents with colleagues or friends. To
balance checkbooks conveniently would require communication with the
bank so that the user would not have to manually enter cleared checks and their
dates from a paper statement. Networking is not impossible in a world of
stand-alone appliances. Brother word processor users could exchange diskettes
with each other, and the bank could mail its customers cassettes, diskettes, or
CD-ROMs containing data usable only with the bank’s in-home appliance. Or
the home appliance could try to contact the bank’s computer from afar—an ac-
tivity that would require the home and the bank to be networked somehow.

This configuration converges on the Hollerith model, where a central com-
puter could be loaded with the right information automatically if it were in the
custody of the bank, or if the bank had a business relationship with a third-
party manager. Then the question becomes how far away the various dumb ter-
minals could be from the central computer. The considerable expense of build-
ing networks would suggest placing the machines in clusters, letting people
come to them. Electronic balancing of one’s checkbook would take place at a
computer installed in a bank lobby or strategically located cyber café, just as
automated teller machines (ATMs) are dispersed around cities today. People
could perform electronic document research over another kind of terminal
found at libraries and schools. Computers, then, are only one piece of a mosaic
that can be more or less generative. Another critical piece is the network, its
own generativity hinging on how much it costs to use, how its costs are mea-
sured, and the circumstances under which its users can connect to one another.

Just as information processing devices can be appliance, mainframe, PC, or
something in between, there are a variety of ways to design a network. The
choice of configuration involves many trade-offs. This chapter explains why
the Internet was not the only way to build a network—and that different net-
work configurations lead not only to different levels of generativity, but also to
different levels of regulability and control. That we use the Internet today is not
solely a matter of some policy-maker’s choice, although certain regulatory in-
terventions and government funding were necessary to its success. It is due to

an interplay of market forces and network externalities that are based on pre-
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sumptions such as how trustworthy we can expect people to be. As those pre-
sumptions begin to change, so too will the shape of the network and the things

we connect to it.

BUILDING NETWORKS ON A NETWORK

Returning to a threshold question: if we wanted to allow people to use infor-
mation technology at home and to be able to network in ways beyond sending
floppy diskettes through the mail, how can we connect homes to the wider
world? A natural answer would be to piggyback on the telephone network,
which was already set up to convey people’s voices from one house to another,
or between houses and institutions. Cyberlaw scholar Tim Wu and others have
pointed out how difficult it was at first to put the telephone network to any new
purpose, 7ot for technical reasons, but for ones of legal control—and thus how
important early regulatory decisions forcing an opening of the network were to
the success of digital networking.?

In early twentieth-century America, AT&T controlled not only the tele-
phone network, but also the devices attached to it. People rented their phones
from AT&T, and the company prohibited them from making any modifica-
tions to the phones. To be sure, there were no AT&T phone police to see what
customers were doing, but AT&T could and did go after the sellers of acces-
sories like the Hush-A-Phone, which was invented in 1921 as a way to have a
conversation without others nearby overhearing it.? It was a huge plastic funnel
enveloping the user’s mouth on one end and strapped to the microphone of
the handset on the other, muffling the conversation. Over 125,000 units were
sold.

As the monopoly utility telephone provider, AT&T faced specialized regula-
tion from the U.S. Federal Communications Commission (FCC). In 1955, the
FCC held that AT&T could block the sale of the funnels as “unauthorized for-
eign attachments,” and terminate phone service to those who purchased them,
but the agency’s decision was reversed by an appellate court. The court drolly
noted, “[AT&T does] not challenge the subscriber’s right to seek privacy. They
say only that he should achieve it by cupping his hand between the transmitter
and his mouth and speaking in a low voice into this makeshift muffler.”

Cupping a hand and placing a plastic funnel on the phone seemed the same
to the court. It found that at least in cases that were not “publicly detrimen-
tal”—in other words, where the phone system was not itself harmed—AT&T
had to allow customers to make physical additions to their handsets, and man-
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ufacturers to produce and distribute those additions. AT&T could have in-
vented the Hush-A-Phone funnel itself. It did not; it took outsiders to begin
changing the system, even in small ways.

Hush-A-Phone was followed by more sweeping outside innovations. During
the 1940s, inventor Tom Carter sold and installed two-way radios for com-
panies with workers out in the field. As his business caught on, he realized
how much more helpful it would be to be able to hook up a base station’s ra-
dio to a telephone so that faraway executives could be patched in to the front
lines. He invented the Carterfone to do just that in 1959 and sold over 3,500
units. AT&T told its customers that they were not allowed to use Carterfones,
because these devices hooked up to the network itself, unlike the Hush-A-
Phone, which connected only to the telephone handset. Carter petitioned
against the rule and won.> Mindful of the ideals behind the Hush-A-Phone
decision, the FCC agreed that so long as the network was not harmed, AT&T
could not block new devices, even ones that directly hooked up to the phone
network.

These decisions paved the way for advances invented and distributed by
third parties, advances that were the exceptions to the comparative innovation
desert of the telephone system. Outsiders introduced devices such as the an-
swering machine, the fax machine, and the cordless phone that were rapidly
adopted.® The most important advance, however, was the dial-up modem, a
crucial piece of hardware bridging consumer information processors and the
world of computer networks, whether proprietary or the Internet.

With the advent of the modem, people could acquire plain terminals or PCs
and connect them to central servers over a telephone line. Users could dial up
whichever service they wanted: a call to the bank’s network for banking, fol-
lowed by a call to a more generic “information service” for interactive weather
and news.

The development of this capability illustrates the relationships among the
standard layers that can be said to exist in a network: at the bottom are the
physical wires, with services above, and then applications, and finally content
and social interaction. If AT&T had prevailed in the Carterfone proceeding, it
would have been able to insist that its customers use the phone network only
for traditional point-to-point telephone calls. The phone network would have
been repurposed for data solely at AT&T7s discretion and pace. Because AT& T
lost, others” experiments in data transmission could move forward. The physi-
cal layer had become generative, and this generativity meant that additional
types of activity in higher layers were made possible. While AT&T continued
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collecting rents from the phone network’s use whether for voice or modem
calls, both amateurs working for fun and entrepreneurs seeking new business
opportunities got into the online services business.

THE PROPRIETARY NETWORK MODEL

The first online services built on top of AT&T’s phone network were natural
extensions of the 1960s IBM-model minicomputer usage within businesses:
one centrally managed machine to which employees’ dumb terminals con-
nected. Networks like CompuServe, The Source, America Online, Prodigy,
GEnie, and MCI Mail gave their subscribers access to content and services de-
ployed solely by the network providers themselves.”

In 1983, a home computer user with a telephone line and a CompuServe

subscription could pursue a variety of pastimes®

—reading an Associated Press
news feed, chatting in typed sentences with other CompuServe subscribers
through a “CB radio simulator,” sending private e-mail to fellow subscribers,
messaging on bulletin boards, and playing rudimentary multiplayer games.”
Buct if a subscriber or an outside company wanted to develop a new service that
might appeal to CompuServe subscribers, it could not automatically do so.
Even if it knew how to program on CompuServe’s mainframes, an aspiring
provider needed CompuServe’s approval. CompuServe entered into develop-
ment agreements with outside content providers'? like the Associated Press
and, in some cases, with outside programmers,'! but between 1984 and 1994,
as the service grew from one hundred thousand subscribers to almost two mil-
lion, its core functionalities remained largely unchanged.!?

Innovation within services like CompuServe took place at the center of the
network rather than at its fringes. PCs were to be only the delivery vehicles for
data sent to customers, and users were not themselves expected to program or
to be able to receive services from anyone other than their central service
provider. CompuServe depended on the phone network’s physical layer gener-
ativity to get the last mile to a subscriber’s house, but CompuServe as a service
was not open to third-party tinkering.

Why would CompuServe hold to the same line that AT&T tried to draw?
After all, the economic model for almost every service was the connect charge:
a per-minute fee for access rather than advertising or transactional revenue.!?
With mere connect time as the goal, one might think activity-garnering user-
contributed software running on the service would be welcome, just as user-

contributed content in the CB simulator or on a message board produced rev-
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enue if it drew other users in. Why would the proprietary services not harness
the potential generativity of their offerings by making their own servers more
open to third-party coding? Some networks” mainframes permitted an area in
which subscribers could write and execute their own software,'# but in each
case restrictions were quickly put in place to prevent other users from running
that software online. The “programming areas” became relics, and the Hol-
lerith model prevailed.

Perhaps the companies surmised that little value could come to them from
user and third-party tinkering if there were no formal relationship between
those outside programmers and the information service’s in-house developers.
Perhaps they thought it too risky: a single mainframe or set of mainframes run-
ning a variety of applications could not risk being compromised by poorly
coded or downright rogue applications.

Perhaps they simply could not grasp the potential to produce new works that
could be found among an important subset of their subscribers—all were in-
stead thought of solely as consumers. Or they may have thought that all the
important applications for online consumer services had already been in-
vented—news, weather, bulletin boards, chat, e-mail, and the rudiments of
shopping.

In the early 1990s the future seemed to be converging on a handful of cor-
porate-run networks that did not interconnect. There was competition of a sort
that recalls AT&T’s early competitors: firms with their own separate wires go-
ing to homes and businesses. Some people maintained an e-mail address on
each major online service simply so that they could interact with friends and
business contacts regardless of the service the others selected. Each information
service put together a proprietary blend of offerings, mediated by software pro-
duced by the service. Each service had the power to decide who could sub-
scribe, under what terms, and what content would be allowed or disallowed,
either generally (should there be a forum about gay rights?) or specifically
(should this particular message about gay rights be deleted?). For example,
Prodigy sought a reputation as a family-friendly service and was more aggres-
sive about deleting sensitive user-contributed content; CompuServe was more
of a free-for-all.>

But none seemed prepared to budge from the business models built around
their mainframes, and, as explained in detail in Chapter Four, works by schol-
ars such as Mary Benner and Michael Tushman shed some light on why. Ma-
ture firms can acquire “stabilizing organizational routines”: “internal biases for

certainty and predictable results [which] favor exploitative innovation at the
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expense of exploratory innovation.”'® And so far as the proprietary services
could tell, they had only one competitor other than each other: generative PCs
that used their modems to call other PCs instead of the centralized services. Ex-
actly how proprietary networks would have evolved if left only to that compe-
tition will never be known, for CompuServe and its proprietary counterparts
were soon overwhelmed by the Internet and the powerful PC browsers used to
access it.!”7 But it is useful to recall how those PC-to-PC networks worked, and
who built them.

A GRASSROOTS NETWORK OF PCs

Even before PC owners had an opportunity to connect to the Internet, they
had an alternative to paying for appliancized proprietary networks. Several
people wrote BBS (“bulletin board system”) software that could turn any PC
into its own information service.!® Lacking ready arrangements with institu-
tional content providers like the Associated Press, computers running BBS
software largely depended on their callers to provide information as well as to
consume it. Vibrant message boards, some with thousands of regular partici-
pants, sprang up. But they were limited by the physical properties and business
model of the phone system that carried their data. Even though the Carterfone
decision permitted the use of modems to connect users’ computers, a PC host-
ing a BBS was limited to one incoming call at a time unless its owner wanted to
pay for more phone lines and some arcane multiplexing equipment.'® With
many interested users having to share one incoming line to a BBS, it was the
opposite of the proprietary connect time model: users were asked to spend as
little time connected as possible.

PC generativity provided a way to ameliorate some of these limitations.
A PC owner named Tom Jennings wrote FIDOnet in the spring of 1984.2°
FIDOnet was BBS software that could be installed on many PCs. Each FIDO-
net BBS could call another in the FIDO network and they would exchange
their respective message stores. That way, users could post messages to a single
PC’s BBS and find it copied automatically, relay-style, to hundreds of other
BBSs around the world, with replies slowly working their way around to all the
FIDOnet BBSs. In the fall of 1984 FIDOnet claimed 160 associated PCs; by
the early 1990s it boasted 32,000, and many other programmers had made
contributions to improve Jennings's work.?!

Of course, FIDOnet was the ultimate kludge, simultaneously a testament to
the distributed ingenuity of those who tinker with generative technologies and

25



26 The Rise and Stall of the Generative Net

a crude workaround that was bound to collapse under its own weight. Jennings
found that his network did not scale well, especially since it was built on top of
a physical network whose primary use was to allow two people, not many com-
puters, to talk to each other. As the FIDOnet community grew bigger, it was no
longer a community—at least not a set of people who each knew one another.
Some new FIDOnet installations had the wrong dial-in numbers for their
peers, which meant that computers were calling people instead of other com-
puters, redialing every time a computer did not answer.

“To impress on you the seriousness of wrong numbers in the node list,” Jen-
nings wrote, “imagine you are a poor old lady, who every single night is getting
phone calls EVERY TWO MINUTES AT 4:00AM, no one says anything,
then hangs up. This actually happened; I would sit up and watch when there
was mail that didn’t go out for a week or two, and I'd pick up the phone after di-
aling, and was left in the embarrasing [sic] position of having to explain bul-
letin boards to an extremely tired, extremely annoyed person.”??

In some ways, this was the fear AT&T had expressed to the FCC during the
Carterfone controversy. When AT&T was no longer allowed to perform quality
control on the devices hooking up to the network, problems could arise and
AT&T would reasonably disclaim responsibility. Jennings and others worked
to fix software problems as they arose with new releases, but as FIDOnet au-
thors wrestled with the consequences of their catastrophic success, it was clear
that the proprietary services were better suited for mainstream consumers.
They were more reliable, better advertised, and easier to use. But FIDOnet
demonstrates that amateur innovation—cobbling together bits and pieces
from volunteers—can produce a surprisingly functional and effective result—
one that has been rediscovered today in some severely bandwidth-constrained
areas of the world.??

Those with Jennings’s urge to code soon had an alternative outlet, one that
even the proprietary networks did not foresee as a threat until far too late: the
Internet, which appeared to combine the reliability of the pay networks with
the ethos and flexibility of user-written FIDOnet.

ENTER THE INTERNET

Just as the general-purpose PC beat leased and appliancized counterparts that
could perform only their manufacturers’ applications and nothing else, the In-
ternet first linked to and then functionally replaced a host of proprietary con-

sumer network SCI‘ViCCS.24
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The Internet’s founding is pegged to a message sent on October 29, 1969. It
was transmitted from UCLA to Stanford by computers hooked up to proto-
type “Interface Message Processors” (IMPs).%> A variety of otherwise-incom-
patible computer systems existed at the time—just as they do now—and the
IMP was conceived as a way to connect them.?¢ (The UCLA programmers
typed “log” to begin logging in to the Stanford computer. The Stanford com-
puter crashed after the second letter, making “Lo” the first Internet message.)

From its start, the Internet was oriented differently from the proprietary net-
works and their ethos of bundling and control. Its goals were in some ways
more modest. The point of building the network was not to offer a particular
set of information or services like news or weather to customers, for which the
network was necessary but incidental. Rather, it was to connect anyone on the
network to anyone else. It was up to the people connected to figure out why
they wanted to be in touch in the first place; the network would simply carry
data between the two points.

The Internet thus has more in common with FIDOnet than it does with
CompuServe, yet it has proven far more useful and flexible than any of the pro-
prietary networks. Most of the Internet’s architects were academics, amateurs
like Tom Jennings in the sense that they undertook their work for the innate in-
terest of it, but professionals in the sense that they could devote themselves full
time to its development. They secured crucial government research funding
and other support to lease some of the original raw telecommunications facili-
ties that would form the backbone of the new network, helping to make the
protocols they developed on paper testable in a real-world environment. The
money supporting this was relatively meager—on the order of tens of millions
of dollars from 1970 to 1990, and far less than a single popular startup raised in
an initial public offering once the Internet had gone mainstream. (For example,
ten-month-old, money-losing Yahoo! raised $35 million at its 1996 initial pub-
lic offering.?” On the first day it started trading, the offered chunk of the com-
pany hit over $100 million in value, for a total corporate valuation of more
than $1 billion.?8)

The Internet’s design reflects the situation and outlook of the Internet’s
framers: they were primarily academic researchers and moonlighting corporate
engineers who commanded no vast resources to implement a global network.??
The early Internet was implemented at university computer science depart-
ments, U.S. government research units,?® and select telecommunications com-
panies with an interest in cutting-edge network research.®! These users might
naturally work on advances in bandwidth management or tools for researchers
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to use for discussion with each other, including informal, non-work-related
discussions. Unlike, say, FedEx, whose wildly successful paper transport net-
work depended initially on the singularly focused application of venture capi-
tal to design and create an efficient physical infrastructure for delivery, those in-
dividuals thinking about the Internet in the 1960s and 70s planned a network
that would cobble together existing research and government networks and
then wring as much use as possible from them.??

The design of the Internet reflected not only the financial constraints of its
creators, but also their motives. They had little concern for controlling the net-
work or its users’ behavior.?> The network’s design was publicly available and
freely shared from the earliest moments of its development. If designers dis-
agreed over how a particular protocol should work, they would argue until one
had persuaded most of the interested parties. The motto among them was, “We
reject: kings, presidents, and voting. We believe in: rough consensus and run-
ning code.”* Energy spent running the network was seen as a burden rather
than a boon. Keeping options open for later network use and growth was seen
as sensible, and abuse of the network by those joining it without an explicit ap-
proval process was of little worry since the people using it were the very people
designing it—engineers bound by their desire to see the network work.?>

The Internet was so different in character and audience from the proprietary
networks that few even saw them as competing with one another. However, by
the early 1990s, the Internet had proven its use enough that some large firms
were eager to begin using it for data transfers for their enterprise applications. It
helped that the network was subsidized by the U.S. government, allowing flat-
rate pricing for its users. The National Science Foundation (NSF) managed the
Internet backbone and asked that it be used only for noncommercial purposes,
but by 1991 was eager to see it privatized.>® Internet designers devised an en-
tirely new protocol so that the backbone no longer needed to be centrally man-
aged by the NSF or a single private successor, paving the way for multiple pri-
vate network providers to bid to take up chunks of the old backbone, with no
one vendor wholly controlling it.>”

Consumer applications were originally nowhere to be found, but that
changed after the Internet began accepting commercial interconnections with-
out network research pretexts in 1991. The public at large was soon able to sign
up, which opened development of Internet applications and destinations to a
broad, commercially driven audience.

No major PC producer immediately m